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Abstract - Clustering algorithm is one of the most 
popular unsupervised learning algorithms in machine 
learning. K means clustering is one of the widely used 
clustering methods for various applications in data 
mining, image processing and computer vision. Many 
solutions have been offered to make the k-means 
clustering algorithm more efficient. This paper 
proposes an improved k-means clustering algorithm by 
initializing cluster seeds and improving the time 
complexity of the algorithm. 
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I. INTRODUCTION
Data clustering is identified as a method in which a set of 
data is grouped such that the data in the same group show 
a higher similarity in certain properties compared to the 
data in other groups [1]. Data clustering finds use in many 
applications such as data mining, pattern recognition and 
image segmentation [2]. Clustering can be broadly 
classified into hierarchical and partitional methods [3].  
K means clustering is a numerical, unsupervised, non-
deterministic and iterative method [4]. It partitions a given 
set of data into k clusters [1]. Though the k means 
clustering algorithm is efficient, it may converge to a local 
minima due to randomness in its initialization and thus the 
results would become counterintuitive [1]. Moreover, it’s 
efficiency is affected by cluster sizes [1].  
Therefore, it would be more efficient if initial cluster 
centers are fixed. Naturally, the number of clusters should 
be given a priori [5]. There have been many attempts to fix 
initial cluster centers [1, 8, 10]. 
Efficiency of the algorithm is also measured by its time 
complexity [2, 4, 5, 9]. There have also been attempts to 
improve the efficiency of k means by reducing 
computational complexity [2-4, 6-9].  
In this paper, we propose an improvement in the k means 
clustering algorithm by using efficient methods for 
initialization and reducing the computational complexity 
of the algorithm.  

II. LITERATURE REVIEW
There have been many attempts in literature to improve 
the efficiency of the k means algorithm. Initial cluster 
center selection has been attempted by using the leader 
method, where cluster radius and distance between two 
clusters are used to obtain the number of clusters [3]. 
Initialization has also been attempted by using K harmonic 
means, after which subtractive clustering has been used to 
enhance efficiency [8]. Density optimization and distance 
optimization have also been used to initialize cluster 

centers [10]. Constraints have been included to find cluster 
size and assign initial cluster centers [1].  
Computational complexity of k means has been reduced 
by ignoring the data points whose affiliations to cluster 
centers are known and the respective distances from the 
cluster centers either remain the same or are lesser than the 
one obtained from the previous iteration [4].The same has 
been attempted using a global k means algorithm [2]. K 
mean and k medoid algorithm have been used for 
initialization, after which clustering is performed based on 
the cluster-error criterion, where two nearest clusters are 
combined and the iteration is continued [5]. There has also 
been an attempt to improve efficiency of the k means 
algorithm by using top-n merging, cluster pruning and 
optimized updates [9].    

III. PROPOSED ALGORITHM
The algorithm proposed in this paper attempts to make the 
clustering algorithm more efficient by initializing the 
initial cluster centers and reducing computational 
complexity. This is achieved by using K harmonic means 
for initialization and using an efficient method for 
allocation of data points to cluster centers. 
Initialization by K Harmonic Means: 
Consider the whole dataset 𝑋 = {𝑥1, 𝑥2, … . , 𝑥𝑛} which has 
n unlabeled examples in the 𝑑-dimensional space 𝑅𝑑 .  The 
following algorithm divides 𝑋 into 𝑚 clusters [8]: 
1. Obtain m initial cluster centers 𝑐𝑗 for KHM algorithm,

where j = 1,2,…..m and let 𝐻� = 0. 
2. According to the following function H(x), calculate

H. ∝ is a parameter such that ∝≥ 2.

3. Based on the following equation, get each element 𝑡𝑖𝑗
of the matrix T, where 𝑖 = 1,2, … ,𝑛 and 𝑗 =
1,2, … ,𝑚.
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4. Obtain the weight 𝑊𝑖 of each data 𝑥𝑖 according to the 
following equation.  

                                                  

 
5. Update each cluster center cj using the following 

equation. 

                           
6. If �𝐻� − 𝐻� > ¢, then let 𝐻� = 𝐻and go to 2, else go to 

7. 
7. For each data point xi, assign it to cluster q by the 

following equation and end KHM. 

   
8. Let the parameter 𝜆 ∙ 𝑚 be a positive integer. 
9. After applying KHM, 𝜆 ∙ 𝑚 cluster centers are 

obtained. Add these 𝜆 ∙ 𝑚 cluster centers into the data 
set  𝑋 . Thus the new data set 𝑋∗ is formed. Now the 
number of elements in the set 𝑋∗ is 𝑛 + 𝜆 ∙ 𝑚 .         

 
K means clustering with reduced computational 
complexity: 
The standard k means calculates the distance of each data 
point in every iterative step of the algorithm. This takes up 
a lot of execution time. This can be reduced by storing the 
distances of data points from their cluster centers so that 
they can be used for successive iterations. Thus, if the 
distance of a data point, in a particular iteration, is lesser 
than or equal to the one from its previous cluster center, 
the data point stays in its cluster and consequently, there is 
no need to calculate its distances from the other 𝑘 − 1 
clusters [4]. 
 
We have our dataset 𝑋∗ obtained by initialization.  
1. Calculate the distance between each data object 𝑥𝑖 and 

all cluster centers 𝑐𝑗 as Euclidean distance 𝑑(𝑥𝑖 , 𝑐𝑗) 
and assign data object 𝑥𝑖 to the nearest cluster with 
cluster center 𝑐𝑗. 

2. Store the label of the cluster center 𝑐𝑗 and the distance 
of the data point 𝑥𝑖  from 𝑐𝑗, where 𝑐𝑗 is the cluster 
center of the cluster to which 𝑥𝑖  has been assigned, in 
two arrays Clust[] and Dist[] respectively. 
Set Clust[i] = j 
Set Dist[i] = 𝑑(𝑥𝑖, 𝑐𝑗), which is the Euclidean distance 
between 𝑥𝑖 and 𝑐𝑗. 

3. For each cluster j, recalculate its cluster center. 

4. For each data point 𝑥𝑖, compute its distance to the 
center of the present nearest cluster. If this distance is 
lesser than or equal to Dist[i], then the data object 
stays in its cluster. If not, then calculate the distance 
between each data object 𝑥𝑖 and all k cluster centers 𝑐𝑗 
as Euclidean distance 𝑑(𝑥𝑖, 𝑐𝑗) and assign data object 
𝑥𝑖 to the nearest cluster with cluster center 𝑐𝑗. 
Set Clust[i] = j 
Set Dist[i] = 𝑑(𝑥𝑖, 𝑐𝑗), which is the Euclidean 
distance between 𝑥𝑖 and 𝑐𝑗. 

5. Repeat steps 3 and 4 until convergence criterion is 
met. 

 
IV. DISCUSSIONS 

The aim of this paper is to propose an efficient k means 
clustering algorithm. Since initialization and 
computational complexity of the algorithm affect its 
efficiency, this paper proposes a k means clustering 
algorithm where initialization improves the performance 
of the actual clustering procedure whose computational 
complexity has also been reduced. 
K harmonic means is insensitive to initial cluster seeds. 
Therefore, the algorithm employs k harmonic means to 
arrive at cluster centers. However, since the efficiency of 
the k means depends on initialization, these cluster centers 
are used as initial seeds for the clustering algorithm. 
The time complexity of the traditional k means is given by 
𝑂(𝑛𝑘𝑡), where 𝑛 is the number of data points, 𝑘 is the 
number of clusters and 𝑡 is the number of iterations. 
Incidentally, 𝑡 is also the number of data points that move 
from their previous clusters. However, the proposed 
algorithm has its time complexity given by 𝑂(𝑛𝑘), thus 
improving the speed and efficiency of the k means 
clustering algorithm.          
                        

V. CONCLUSION 
Clustering is one of the most important unsupervised 
learning methods which is used in various applications. K 
means is one of the most popular clustering algorithms. 
While there have been many attempts to improve the 
efficiency and speed of the k means algorithm, this paper 
proposes an improved k means by initialization using k 
harmonic means and reducing the computational 
complexity of the algorithm. Improving clustering results 
further with an algorithm that functions at a higher speed 
can be considered as an area for future research. 
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